January 3, 2024

Lillian Brown  
Wilmer Cutler Pickering Hale and Dorr LLP

Re: The Walt Disney Company (the “Company”)  
Incoming letter dated November 22, 2023

Dear Lillian Brown:

This letter is in response to your correspondence concerning the shareholder proposal (the “Proposal”) submitted to the Company by AFL-CIO Equity Index Funds and co-filers for inclusion in the Company’s proxy materials for its upcoming annual meeting of security holders.

The Proposal requests that the Company prepare a transparency report that explains the Company’s use of artificial intelligence in its business operations and the board’s role in overseeing its usage, and sets forth any ethical guidelines that the Company has adopted regarding its use of artificial intelligence.

We are unable to concur in your view that the Company may exclude the Proposal under Rule 14a-8(i)(7). In our view, the Proposal transcends ordinary business matters and does not seek to micromanage the Company.

Copies of all of the correspondence on which this response is based will be made available on our website at https://www.sec.gov/corpfin/2023-2024-shareholder-proposals-no-action.

Sincerely,

Rule 14a-8 Review Team

cc: Maureen O’Brien  
Segal Marco Advisors
November 22, 2023

Via Online Shareholder Proposal Form

U.S. Securities and Exchange Commission
Division of Corporation Finance
Office of Chief Counsel
100 F Street, NE
Washington, DC 20549

Re: The Walt Disney Company
Exclusion of Shareholder Proposal by AFL-CIO Equity Index Funds

Ladies and Gentlemen:

We are writing on behalf of our client, The Walt Disney Company (the “Company”), to inform you of the Company’s intention to exclude from its proxy statement and proxy to be filed and distributed in connection with its 2024 annual meeting of shareholders (the “Proxy Materials”), the enclosed shareholder proposal and supporting statement (collectively, the “Proposal”) submitted by Segal Marco Advisors on behalf of AFL-CIO Equity Index Funds, together with co-filers the New York City Employees’ Retirement System, the New York City Fire Pension Fund, the New York City Police Pension Fund and the New York City Board of Education Retirement System (collectively, the “Proponent”), requesting that the Company prepare and disclose on the Company website a report regarding the Company’s use of artificial intelligence (“AI”).

The Company respectfully requests that the staff of the Division of Corporation Finance (the “Staff”) of the U.S. Securities and Exchange Commission (the “Commission”) advise the Company that it will not recommend any enforcement action to the Commission if the Company excludes the Proposal from its Proxy Materials pursuant to Rule 14a-8(i)(7) of the Securities Exchange Act of 1934, as amended (the “Exchange Act”), on the basis that the Proposal relates to the Company’s ordinary business operations.

Pursuant to Exchange Act Rule 14a-8(j) and Staff Legal Bulletin No. 14D (November 7, 2008) (“SLB 14D”), the Company is submitting electronically to the Commission this letter, and the Proposal, as well as related correspondence with the Proponent (attached as Exhibit A to this letter), and is concurrently sending a copy to the Proponent.
Background

On October 11, 2023, the Company received the Proposal from the Proponent. The Proposal states in relevant part as follows:

RESOLVED: Shareholders request that The Walt Disney Company (the “Company”) prepare and publicly disclose on the Company’s website a transparency report that explains the Company’s use of Artificial Intelligence (“AI”) in its business operations and the Board’s role in overseeing AI usage, and sets forth any ethical guidelines that the company [sic] has adopted regarding its use of AI. This report shall be prepared at a reasonable cost and omit information that is proprietary, privileged, or violative of contractual obligations.

Basis for Exclusion

The Proposal may be excluded pursuant to Rule 14a-8(i)(7) because the subject matter of the Proposal directly concerns the Company’s ordinary business operations.

Rule 14a-8(i)(7) permits a company to exclude a shareholder proposal if the proposal “deals with a matter relating to the company’s ordinary business operations.” The underlying policy of the ordinary business exclusion is “to confine the resolution of ordinary business problems to management and the board of directors, since it is impracticable for shareholders to decide how to solve such problems at an annual shareholders meeting.” See Amendments to Rules on Shareholder Proposals, Release No. 34-40018 (May 21, 1998) (the “1998 Release”). An exception to this principle may be made where a proposal focuses on significant social policy issues that transcend the day-to-day business matters of the company. See 1998 Release. The Staff most recently discussed its interpretation of how it will consider whether a proposal “transcends the day-to-day business matters” of a company in Staff Legal Bulletin No. 14L (November 3, 2021) (“SLB 14L”), noting that it is “realign[ing]” its approach to determining whether a proposal relates to ordinary business with the standards the Commission initially articulated in 1976 and reaffirmed in the 1998 Release. Under this realignment, the Staff will “no longer tak[e] a company-specific approach to evaluating the significance of a policy issue under Rule 14a-8(i)(7)” but rather will consider only “whether the proposal raises issues with a broad societal impact, such that they transcend the ordinary business of the company.”

As set out in the 1998 Release, there are two “central considerations” underlying the ordinary business exclusion. One consideration is that “[c]ertain tasks are so fundamental to management’s ability to run a company on a day-to-day basis that they could not, as a practical
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1 SLB 14L also explicitly rescinded prior Staff Legal Bulletin Nos. 14I, 14J and 14K, which set out a company-specific approach to the significant social policy issue analysis.
matters, be subject to direct shareholder oversight.” The other consideration is that a proposal should not “seek[] to ‘micro-manage’ the company by probing too deeply into matters of a complex nature upon which shareholders, as a group, would not be in a position to make an informed judgment.” We believe the Proposal implicates both of these considerations.

The Company leverages innovative technological strategies and maintains an understanding of emerging technology trends to continuously improve the guest experience and build strong connections with audiences. This includes the development and use of AI and machine learning as fundamental technologies that are integral to a wide variety of applications within the business. The Proposal speaks broadly to the use of AI in the Company’s business operations. As a result, the report requested in the Proposal could encompass potentially every aspect of the Company’s business, including whether and how it chooses to use AI/machine learning (if at all) in the course of routine business operations such as content development and distribution, supply chain management, and financial management and planning, as well as in managing the Company’s use of applications and algorithms throughout its daily processes.

The Proposal may be excluded under Rule 14a-8(i)(7) on the basis that the Proposal relates to the ordinary business activities of the Company. The Staff has consistently concurred in exclusion of proposals addressing a company’s business practices and operations, choice of technologies, conduct of ethical business practices, and management of the workforce on this basis. Moreover, framing a shareholder proposal in the form of a request for a report does not change the underlying nature of the proposal. Instead, a proposal requesting the dissemination of a report may be excludable under Rule 14a-8(i)(7) if the subject matter of the proposed report is within the ordinary business of the company. See Amendments to Rule 14a-8 Under the Securities Exchange Act of 1934 Relating to Proposals by Security Holders, Release No. 34-20091 (August 16, 1983) (“[T]he staff will consider whether the subject matter of the special report or the committee involves a matter of ordinary business; where it does, the proposal will be excludable”). Additionally, because of the extensive scope of information on which the Proposal would have the Company report, the Proposal is excludable under Rule 14a-8(i)(7) because it seeks to micromanage the Company.

The Proposal may be excluded because it relates to the Company’s business practices and operations.

The Proposal requests that the Company report on the Company’s use of AI in its business operations. The Staff has consistently concurred with the exclusion of shareholder proposals, like the Proposal, that relate generally to a company’s business operations but seek a more targeted review of certain aspects of those operations. For example, in JPMorgan Chase & Co. (March 21, 2023, recon. denied April 3, 2023), the Staff concurred in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on company business practices that prioritize non-pecuniary
factors when it comes to establishing, rejecting, or failing to continue client relationships. See also Amazon.com, Inc. (March 16, 2018) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on the risks arising from the public debate over the company’s growth and societal impact and how the company is managing or mitigating those risks); CVS Corporation (February 1, 2000) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting that the company prepare an annual strategic plan report describing its goals, strategies, policies, and programs as “relating to its ordinary business operations (i.e., business practices and policies)”); and Westinghouse Electric Corporation (January 27, 1993) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on the “operations” over a six year period of a subsidiary that had incurred significant losses, including policies, guidelines, and actual practices in effect at the subsidiary and addressing the conduct of its business, which the Staff noted dealt with the ordinary business matter of “business practices and operations”).

The Proposal may be excluded because it relates to the Company’s choice of technologies.

Fundamentally, the Proposal focuses on whether and how the Company implements AI across its business operations. It therefore fits clearly into a long line of excludable proposals seeking to address companies’ choice of technologies. While the Proposal does not define AI, it cites to a report of the White House Office of Science and Technology (the “AI Bill”), which refers to AI as “automated systems” and adopts a broad definition of the term to include “any system, software, or process that uses computation as whole or part of a system to determine outcomes, make or aid decisions, inform policy implementation, collect data or observations, or otherwise interact with individuals and/or communities.” Through this lens, the use of automated systems more generally is not new. And in fact, the Proposal does not request a report related to any
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specific novel technology, but rather a report on how the Company uses AI (conceivably broadly defined) across the entirety of its business operations.

The Staff has consistently concurred that “[p]roposals that concern a company’s choice of technologies for use in its operations” are excludable under rule 14a-8(i)(7) as related to ordinary business matters. FirstEnergy Corp. (March 8, 2013). See also AT&T Inc. (January 4, 2017) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on the company’s progress toward providing Internet service and products for low-income customers); PG&E Corp. (March 10, 2014) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal advocating that the company make analog electrical meters available instead of “smart” meters); AT&T Inc. (February 13, 2012) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on financial and reputational risks posed by continuing to use technology that inefficiently consumed electricity); and CSX Corp. (January 24, 2011) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting that the company develop a kit to convert its fleet to fuel cell power, noting that “[p]roposals that concern a company’s choice of technologies for use in its operations are generally excludable under rule 14a-8(i)(7)”). Consistent with these letters, as new technologies have emerged and evolved over time, the Staff has repeatedly concurred that whether or how a company embeds such technological advances in its operations is a matter going directly to the core of the company’s business systems and operations that must be left to management to direct. Therefore, a report on whether and how the Company uses AI in its business operations is yet another proposal seeking to address the ordinary business matter of whether and how to utilize new technologies in a long line of excludable proposals addressing companies’ choice of technologies in managing their business operations.

Stated differently, the Company’s choices around the use of AI across its business operations cannot, “as a practical matter, be subject to direct shareholder oversight.” 1998 Release. This is particularly significant here where the Proposal refers to a broad category of technology and its application across the Company’s entire business operations. For instance, were the Company to report on its use of AI (as broadly construed in certain respects in the Proposal) across its business operations, the report conceivably would need to consider routine operations, including those with respect to content development and distribution, supply chain management, contract management, financial management and planning, and management of aspects of the Company’s use of applications and algorithms throughout its daily processes, among others. Whether and how to use AI in a company’s operations requires an understanding of that company’s particular complex and confidential business needs, including applicable legal and regulatory considerations, competitive conditions, budget constraints, quality parameters, resource availability, and appropriateness of a given technology to the complexity of tasks, among many others. These considerations involve the type of day-to-day management functions that fall
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This list is provided as an example only and should not be read to indicate that the Company is using AI in any particular aspect of its business operations.
squarely within the purview and expertise of the Company’s management and do not lend themselves to shareholder evaluation. As a result, the requests within the Proposal concerning the Company’s choice of technologies are inherently and undeniably related to the ordinary business operations of the Company.

The Proposal may be excluded because reporting on ethical guidelines is an ordinary business matter as it relates to the Company’s general adherence to ethical business practices.

The Proposal’s request for disclosure of any ethical guidelines related to the Company’s use of AI in its business operations also relates directly to the Company’s ordinary business operations. The Staff consistently has concurred in exclusion of shareholder proposals seeking a review and report on ethical standards applicable to a company’s general business operations. For example, in *PayPal Holdings, Inc.* (April 7, 2022), the Staff concurred in exclusion under Rule 14a-8(i)(7) of a proposal that requested that the company’s board of directors compare the company’s code of business conduct and ethics with the actual operations of the company, noting that “the [p]roposal relates to, and does not transcend, ordinary business matters.” See also *The Walt Disney Co.* (December 12, 2011) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting the board to report on board compliance with Disney’s Code of Business Conduct and Ethics for directors because “[p]roposals that concern general adherence to ethical business practices and policies are generally excludable under [R]ule 14a-8(i)(7)’’); *Verizon Communications, Inc.* (January 10, 2011) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting that the board form a Corporate Responsibility Committee charged with monitoring the company’s commitment to integrity, trustworthiness, and reliability and the extent to which it lived up to its Code of Business Conduct because “[p]roposals that concern general adherence to ethical business practices are generally excludable under [R]ule 14a-8(i)(7)’’); and *International Business Machines Corp.* (January 7, 2010, recon. denied February 22, 2010) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting officers restate and enforce certain standards of ethical behavior because it related to general adherence to ethical business practices). Here, since the Proposal asks the Company to report on ethical guidelines (in other words, its general adherence to ethical standards), which relate to the Company’s ordinary business practices, this aspect of the Proposal further supports exclusion under Rule 14a-8(i)(7).

The Proposal may be excluded because references to workforce management considerations in the supporting statement relate to the Company’s ordinary business.

The concerns raised in the Proposal’s supporting statement regarding management of the Company’s workforce relate directly to the Company’s ordinary business operations. The Commission and Staff have long held that a shareholder proposal may be excluded under Rule
14a-8(i)(7) if it relates generally to the company’s management of its workforce, as is the case here. The Commission specifically recognized in the 1998 Release that “management of the workforce” is “fundamental to management’s ability to run a company on a day-to-day basis.” Similarly, in United Technologies Corp. (February 19, 1993), the Staff provided the following examples of topics that involve a company’s ordinary business and thus make a proposal excludable under Rule 14a-8(i)(7): “employee health benefits, general compensation issues not focused on senior executives, management of the workplace, employee supervision, labor-management relations, employee hiring and firing, conditions of the employment and employee training and motivation” (emphasis added).

Since United Technologies Corp., the Staff has recognized a wide variety of proposals as pertaining to the management of a company’s workforce and thus, as excludable under Rule 14a-8(i)(7). For example, in Apple Inc. (January 3, 2023), the Staff concurred that proposals addressing return to office policies could be excluded as ordinary business. See also Amazon.com, Inc. (April 7, 2022) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting a report on risks and other considerations associated with staffing, because the proposal did not “transcend[] ordinary business matters”); Yum! Brands, Inc. (March 6, 2019) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal relating to adopting a policy not to “engage in any Inequitable Employment Practice” because it related “generally to the [c]ompany’s policies concerning its employees and does not focus on an issue that transcends ordinary business matters”); and Starwood Hotels & Resorts Worldwide, Inc. (February 14, 2012) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting verification and documentation of U.S. citizenship for the company’s U.S. workforce and requiring training for foreign workers in the U.S. to be minimized because it “relates to procedures for hiring and training employees” and “[p]roposals concerning a company’s management of its workforce are generally excludable under [R]ule 14a-8(i)(7)”); and Intel Corp. (March 18, 1999) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting adoption of an “Employee Bill of Rights,” including limited work-hour requirements, relaxed starting times, and a requirement that employees treat one another with dignity and respect, because it “relat[ed], in part, to Intel’s ordinary business operations (i.e., management of the workforce”).

Workforce management considerations, like those at issue in the above-cited precedent, are not unique to AI. Long before recent AI developments, companies and workers have navigated workforce management issues, such as those concerning discrimination or bias against employees or decisions to automate jobs or replace workers. As such, the Company already has robust policies and procedures in place to address these issues, regardless of whether they arise in the context of AI or another technology. For example, the Company has adopted Standards of Business Conduct that set forth the core principles of integrity, trust, teamwork, honesty, playing
by the rules and respect, which guide the Company’s business practices. In addition, the Company maintains a Human Rights Policy that aims to foster safe, inclusive and respectful workplaces wherever Company products and their components and raw materials are made. Similarly, the Company strives to conduct its business in accordance with the highest standards of business ethics and comply with applicable laws, rules, and regulations, including with respect to copyright laws in the creation of artistic works. The Standards of Business Conduct highlight the Company’s commitment to lawful business practices with respect to honoring the trade secrets, trademarks, patents and copyrights of others, and mandates that any questions about what is permissible be directed to the Company’s legal department for assessment, establishing a clear internal business procedure for compliance with applicable copyright law by the Company’s workforce in the production of artistic works.

The Proposal itself tacitly acknowledges that companies are increasingly integrating AI technology into various aspects of workforce management. As reflected in the above-cited precedent, the Proposal’s references to various workforce management concerns do not cause the Proposal to transcend ordinary business matters; instead, these concerns address the Company’s general management of its workforce. Decisions involving the use of various technologies, applications, and services in workforce management and the procedures for ensuring compliance with applicable law (any of which may incorporate AI technology) are multifaceted, complex, and based on a range of considerations that are integral to managing the day-to-day operations of the Company. As such, and consistent with the above-cited precedent, the Company may exclude the Proposal under Rule 14a-8(i)(7) as related to the ordinary business of the Company, including as relating to the management of the Company’s workforce.

The Proposal does not focus on a significant social policy issue that transcends the Company’s ordinary business operations.

The Commission has distinguished proposals pertaining to ordinary business matters from those involving “significant social policy issues.” 1998 Release. When assessing proposals under Rule 14a-8(i)(7), the Staff considers the terms of the resolution and its supporting statement as a whole. See Staff Legal Bulletin No. 14C, part D.2 (June 28, 2005). While “proposals…focusing on sufficiently significant social policy issues…generally would not be considered to be excludable,” the Staff has indicated that proposals relating to both ordinary business matters and significant social policy issues may be excludable in their entirety in reliance on Rule 14a-8(i)(7) if the significant social policy issues do not cause the proposal to “transcend the day-to-day business matters.” See 1998 Release. Staff no-action responses have followed this approach over the years, establishing clear precedent that proposals that refer to topics that might raise
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significant social policy issues, but which do not focus on or have only tangential implications for such issues, are not transformed from an otherwise ordinary business proposal into one that transcends ordinary business. Such proposals remain excludable under Rule 14a-8(i)(7).

The Proposal relates to whether and how the Company uses AI in its business operations and therefore does not raise an issue with a “broad societal impact.” We recognize that certain aspects of AI or the application of certain novel types of AI in specific contexts may raise significant social policy issues with a broad societal impact, but that is not the case with respect to the Proposal’s broad focus on the Company’s use of AI across its business operations. Proposals with passing references touching upon topics that might raise significant social policy issues—but which do not focus on or have only tangential implications for such issues—are not transformed from an otherwise ordinary business proposal into one that transcends ordinary business and, as such, remain excludable under Rule 14a-8(i)(7). See, e.g., Amazon.com, Inc. (April 8, 2022) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting an annual report on the distribution of stock-based incentives throughout the workforce despite the proposal referring to wealth inequality in the United States as a significant social policy issue).

The use of AI technology in ordinary business operations reflects further progress in the historical development of workplace technological trends that include the automation of manufacturing, innovations in the production of artistic works, augmentation of theme park experiences, including automated transportation within our parks, and the introduction of technologies to automate access to rides. Indeed, one of the most fundamental aspects of any company’s ordinary business operations is the adaptation of new techniques and technologies to optimize operations, including potentially workforce management, increase productivity, and seek innovation across its operations. The use of AI technology, broadly defined, across the Company’s business operations does not present any significant policy issues distinct from these historical patterns. Such ordinary business matters are the crux of the Proposal’s focus. Thus, the Proposal does not raise a significant policy issue and may be excluded under Rule 14a-8(i)(7).

The Proposal may be excluded pursuant to Rule 14a-8(i)(7) because it seeks to micromanage the Company.

The Proposal may also be excluded in reliance on Rule 14a-8(i)(7) on the basis that it seeks to micromanage the Company with regard to the extent of disclosure of the Company’s use of AI. In SLB 14L, the Staff clarified that in evaluating companies’ micromanagement arguments, it will “focus on the level of granularity sought in the proposal and whether and to what extent it inappropriately limits discretion of the board or management.” The Staff further noted that this approach is “consistent with the Commission’s views on the ordinary business exclusion, which is designed to preserve management’s discretion on ordinary business matters but not prevent
shareholders from providing *high-level direction on large strategic corporate matters*” (emphasis added).

Since publication of SLB 14L, the Staff has concurred that proposals that probe too deeply into matters of a complex nature by seeking disclosure of intricate details around internal company policies and practices micromanage the company and therefore may be excluded in reliance on Rule 14a-8(i)(7). See, *e.g.*, *Verizon Communications Inc.* (March 17, 2022) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting that the company publish annually the written and oral content of diversity, inclusion, equity or related employee-training materials offered to the company’s employees on the basis that the proposal “micromanages the [c]ompany by probing too deeply into matters of a complex nature by seeking disclosure of intricate details regarding the [c]ompany’s employment and training practices”); *American Express Company* (March 11, 2022) (concurring in exclusion under Rule 14a-8(i)(7) of a proposal requesting that the company publish annually the written and oral content of employee-training materials offered to the company’s employees on the basis that the proposal “micromanages the [c]ompany by probing too deeply into matters of a complex nature by seeking disclosure of intricate details regarding the [c]ompany’s employment and training practices”); and *Deere & Co.* (January 3, 2022) (same). The Proposal here attempts to probe too deeply into the judgment of management by seeking information on all the ways in which the Company uses AI across its business operations. Decisions to use or not to use a particular technology or application in aspects of a company’s business operations and on how to communicate with investors regarding the conduct of a company’s business operations are a multi-faceted endeavor guided by numerous factors, including but not limited to legal and regulatory requirements, business and competitive considerations, and budgetary considerations, among others. All of these considerations are complicated and outside the ability of shareholders to assess in the absence of detailed working knowledge of the Company’s operations, and require that management have discretion to exercise its judgment in making determinations appropriate for the Company.

Further, the Proposal’s supporting statement specifically highlights, among other applications, the use of AI in creating artistic works, noting that “lawsuits related to the improper use of AI” could prove costly to the Company. As with other companies in the entertainment industry, the creation of artistic works is a fundamental aspect of the Company’s business. Expert judgments, including legal analysis, are directly involved in management’s business and legal determinations with respect to the creation of artistic works to assess compliance with copyright and other intellectual property laws. As described above, and in accordance with the Company’s Standards of Business Conduct, the Company undertakes such assessment in part through engagement of its legal department on an ongoing basis. At its core, the Proposal’s request for a report on the Company’s use of AI with respect to its creation of artistic works, for which the
Company already engages a robust internal legal process, seeks to involve the Company’s shareholders in decisions against a backdrop of highly complex intellectual property laws.

Accordingly, in requesting that the Company report on the use of AI across all of the Company’s business operations, the Proposal is seeking precisely the level of granularity that the Staff highlighted in SLB 14L, and thus the Proposal may be excluded under Rule 14a-8(i)(7) on the basis that it seeks to micromanage the Company.

Conclusion

For the foregoing reasons, and consistent with the Staff’s prior no-action letters, we respectfully request that the Staff concur that it will take no action if the Company excludes the Proposal from its Proxy Materials pursuant to Rule 14a-8(i)(7), on the basis that the Proposal relates to the Company’s ordinary business operations.

If the Staff has any questions with respect to the foregoing, or if for any reason the Staff does not agree that the Company may exclude the Proposal from its Proxy Materials, please do not hesitate to contact me at lillian.brown@wilmerhale.com or (202) 663-6743. In addition, should the Proponent choose to submit any response or other correspondence to the Commission, we request that the Proponent concurrently submit that response or other correspondence to the Company, as required pursuant to Rule 14a-8(k) and SLB 14D, and copy the undersigned.

Best regards,

Lillian Brown

Enclosures

cc: Jolene Negre, Associate General Counsel and Secretary
    The Walt Disney Company

    Maureen O’Brien, SVP of Corporate Governance, Engagement and Proxy Voting
    Segal Marco Advisors

    AFL-CIO Equity Index Funds
New York City Employees’ Retirement System
New York City Fire Pension Fund
New York City Police Pension Fund
New York City Board of Education Retirement System
October 11, 2023

Via UPS Air and E-Mail

Jolene E. Negre  
Secretary  
The Walt Disney Company  
500 South Buena Vista Street  
Burbank, CA 91521

Re: Shareholder proposal for 2024 Annual Shareholder Meeting

Dear Ms. Negre:

Segal Marco Advisors is filing a shareholder proposal on behalf of the AFL-CIO Equity Index Funds (the “Proponent”), a shareholder of The Walt Disney Company (the “Company”), for action at the next annual meeting of the Company. The Proponent submits the enclosed shareholder proposal for inclusion in the Company’s 2024 proxy statement, for consideration by shareholders, in accordance with Rule 14a-8 of the General Rules and Regulations of the Securities Exchange Act of 1934.

The Proponent has continuously beneficially owned, for at least one year as of the date hereof, at least $25,000 worth of the Company’s common stock. The Proponent intends to continue to hold the requisite amount of securities through the date of the 2024 shareholders’ meeting. A letter from the Proponent’s trustee and custodian bank verifying the Proponent’s share ownership is enclosed. A representative of the Proponent will attend the stockholders’ meeting to move the resolution as required.

Segal Marco Advisors and the Proponent is available to meet with the Company virtually on October 23 or October 27 between 11am and 1pm PDT. We are also available to discuss this issue at a mutually agreeable day and time. We appreciate the opportunity to engage and seek to resolve the Proponent’s concerns. I can be contacted [Contact Information] to schedule a meeting and to address any questions. Please address any future correspondence regarding the proposal to me at this address.

Sincerely,

[Signature]

Maureen O’Brien  
SVP of Corporate Governance, Engagement and Proxy Voting
RESOLVED: Shareholders request that The Walt Disney Company (the “Company”) prepare and publicly disclose on the Company’s website a transparency report that explains the Company’s use of Artificial Intelligence (“AI”) in its business operations and the Board’s role in overseeing AI usage, and sets forth any ethical guidelines that the company has adopted regarding its use of AI. This report shall be prepared at a reasonable cost and omit information that is proprietary, privileged, or violative of contractual obligations.

Supporting Statement

The use of AI by large corporations raises significant social policy concerns. These concerns include potential discrimination or bias in employment decisions, mass layoffs due to job automation, facility closures, the misuse and disclosure of private data, and the creation of “deep fake” media content that may result disseminate false information. These concerns pose a risk to the public and the Company’s reputation and financial position.

Transparency regarding the Company’s use of AI, and any ethical guidelines governing that use, will strengthen the Company. Transparency would address the public’s growing concerns and distrust about the indiscriminate use of AI, strengthening the Company’s position and reputation as a responsible, trustworthy, and sustainable leader in its industry. With a transparency report, the Company could establish that it uses AI in a safe, responsible, and ethical manner that complements the work of its employees and values the public.

The White House Office of Science and Technology Policy has developed ethical guidelines to help guide the design, use, and deployment of AI. These five principles for an AI Bill of Rights are 1) safe and effective systems, 2) algorithmic discrimination protections, 3) data privacy, 4) notice and explanation, and 5) human alternatives, consideration, and fallback. (White House Office of Science and Technology Policy, “Blueprint for an AI Bill of Rights: Making Automated Systems Work for the American People,” October 2022, available at https://www.whitehouse.gov/ostp/ai-bill-of-rights).

If the Company does not already have ethical guidelines for the use of AI, the adoption of ethical guidelines for the use of AI may improve the Company’s performance by avoiding costly labor disruptions and lawsuits related to the improper use of AI. The entertainment industry writer and performer strikes, sparked in part by AI concerns, and lawsuits related to the use of copyrighted works by AI engines have been prominent new stories throughout 2023 and may prove costly for companies that make use of AI.

We believe that issuing an AI transparency report is particularly important for companies such as ours in the entertainment industry that create artistic works that are the basis for our shared culture. In our view, AI systems should not be trained on copyrighted works, or the voices, likenesses and performances of professional performers, without transparency, consent and compensation to creators and rights holders. AI should also not be used to create literary material, to replace or supplant the creative work of professional writers.

For these reasons, we urge you to vote FOR this proposal.
October 11, 2023

Jolene E. Negre
Secretary
The Walt Disney Company
500 South Buena Vista Street
Burbank, CA 91521

Re: Shareholder proposal submitted by the AFL-CIO Equity Index Funds

Dear Ms. Negre:

I write concerning a shareholder proposal (the “Proposal”) submitted to The Walt Disney Company (the “Company”) by the AFL-CIO Equity Index Funds as the proponent of the Proposal. The Bank of New York Mellon acts as trustee and discretionary investment manager for the AFL-CIO Equity Index Funds, and has appointed Segal Marco Advisors as its agent to act on behalf of the AFL-CIO Equity Index Funds for all matters related to the submission of the Proposal in accordance with Rule 14a-8 of the General Rules and Regulations of the Securities Exchange Act of 1934.

The Bank of New York Mellon, as trustee and discretionary investment manager for the AFL-CIO Equity Index Funds, hereby confirms that the AFL-CIO Equity Index Funds supports the Proposal that Segal Marco Advisors is submitting on behalf of the AFL-CIO Equity Index Funds for the Company’s 2024 annual meeting of shareholders. The Proposal urges the Company to prepare a transparency report on the Company’s use of Artificial Intelligence (“AI”) in its business operations and disclose any ethical guidelines that the company has adopted regarding the company’s use of AI technology.

As of the date of this letter, the AFL-CIO Equity Index Funds beneficially own 597,692 of the Company’s common stock. The AFL-CIO Equity Index Funds have beneficially owned continuously for at least one year, shares of the Company’s common stock worth at least $25,000 and intend to continue to hold the requisite amount of shares through the date of the 2024 shareholders’ meeting. The Bank of New York Mellon has acted as record holder of the shares and is a DTC participant.

While we request that you send all future correspondence regarding the Proposal to Segal Marco Advisors, the address of the AFL-CIO Equity Index Funds is c/o The Bank of New York Mellon, 240 Greenwich Street, New York, NY 10286. If you require any additional information, please do not hesitate to contact me at sarah.reed@bnymellon.com or 617.382.1292.

Very truly yours,

Sarah Reed
Senior Vice President
October 13, 2023

Jolene E. Negre
Secretary
The Walt Disney Company
500 South Buena Vista Street
Burbank, CA 91521

Via email: [REDACTED]

Dear Ms. Negre:

I write to you on behalf of the Comptroller of the City of New York, Brad Lander. The Comptroller is the custodian and a trustee of the New York City Employees’ Retirement System, the New York City Police Pension Fund, and the New York City Fire Pension Fund (individually a “System,” collectively the “Systems”). The Systems’ boards of trustees have authorized the Comptroller to submit and otherwise act on the Systems’ behalf with respect to the enclosed shareholder proposal, and to inform you of the Systems’ intention to present the shareholder proposal, for the consideration and vote of stockholders at the Company’s next annual meeting.

Therefore, we offer the enclosed proposal for the consideration and vote of shareholders at the Company’s next annual meeting. It is submitted to you in full compliance with Rule 14a-8 of the Securities Exchange Act of 1934, and I ask that it be included in the Company’s proxy statement.

The Systems are co-filing this proposal with AFL-CIO Equity Index Funds, on whose behalf Segal Marco Advisors previously submitted it. Please recognize the Systems as co-filer of this proposal. If you require more information or have any further questions on this matter, please contact the parties.

Each System is the beneficial owner of at least $25,000 in market value of the Company’s securities entitled to vote on the shareholder proposal and have held such stock continuously for at least one year. Furthermore, each System intends to continue to hold at least $25,000 worth of these securities through the date of the Company’s next annual meeting. Proof of continuous ownership for the requisite time period will be sent by the Systems’ custodian bank, State Street Bank and Trust Company, under separate cover.
We welcome the opportunity to discuss the shareholder proposal with you, and are available to meet with the Company, jointly with AFL-CIO Equity Index Funds, via teleconference on October 23 or October 27 between 11am and 1pm PDT.

Please note that if the Company believes that the Systems or the enclosed shareholder proposal has failed to meet one or more of the eligibility or procedural requirements set forth in answers to Questions 1 through 4 of Rule 14a-8, the Company must notify us in writing of any alleged deficiency within 14 calendar days of receiving the proposal and provide us with an opportunity to respond to any alleged deficiency within 14 days of receiving the Company’s written notification.

I can be contacted at the phone number or email address set forth above to schedule a meeting with the Company or to address any questions the Company may have about the enclosed proposal.

Sincerely,

Michael Garland
Enclosure
RESOLVED: Shareholders request that The Walt Disney Company (the “Company”) prepare and publicly disclose on the Company’s website a transparency report that explains the Company’s use of Artificial Intelligence (“AI”) in its business operations and the Board’s role in overseeing AI usage, and sets forth any ethical guidelines that the company has adopted regarding its use of AI. This report shall be prepared at a reasonable cost and omit information that is proprietary, privileged, or violative of contractual obligations.

Supporting Statement

The use of AI by large corporations raises significant social policy concerns. These concerns include potential discrimination or bias in employment decisions, mass layoffs due to job automation, facility closures, the misuse and disclosure of private data, and the creation of “deep fake” media content that may result disseminate false information. These concerns pose a risk to the public and the Company’s reputation and financial position.

Transparency regarding the Company’s use of AI, and any ethical guidelines governing that use, will strengthen the Company. Transparency would address the public’s growing concerns and distrust about the indiscriminate use of AI, strengthening the Company’s position and reputation as a responsible, trustworthy, and sustainable leader in its industry. With a transparency report, the Company could establish that it uses AI in a safe, responsible, and ethical manner that complements the work of its employees and values the public.

The White House Office of Science and Technology Policy has developed ethical guidelines to help guide the design, use, and deployment of AI. These five principles for an AI Bill of Rights are 1) safe and effective systems, 2) algorithmic discrimination protections, 3) data privacy, 4) notice and explanation, and 5) human alternatives, consideration, and fallback. (White House Office of Science and Technology Policy, “Blueprint for an AI Bill of Rights: Making Automated Systems Work for the American People,” October 2022, available at https://www.whitehouse.gov/ostp/ai-bill-of-rights).

If the Company does not already have ethical guidelines for the use of AI, the adoption of ethical guidelines for the use of AI may improve the Company’s performance by avoiding costly labor disruptions and lawsuits related to the improper use of AI. The entertainment industry writer and performer strikes, sparked in part by AI concerns, and lawsuits related to the use of copyrighted works by AI engines have been prominent new stories throughout 2023 and may prove costly for companies that make use of AI.

We believe that issuing an AI transparency report is particularly important for companies such as ours in the entertainment industry that create artistic works that are the basis for our shared culture. In our view, AI systems should not be trained on copyrighted works, or the voices, likenesses and performances of professional performers, without transparency, consent and compensation to creators and rights holders. AI should also not be used to create literary material, to replace or supplant the creative work of professional writers.

For these reasons, we urge you to vote FOR this proposal.
Jolene E. Negre  
Associate General Counsel and  
Secretary

The Walt Disney Company  
500 South Buena Vista Street  
Burbank, CA 91521

October 13, 2023

Re: New York City Retirement Systems

To whom it may concern,

Enclosed please find Ownership Letters attesting to the minimum share positions held by each of the NYC Retirement Systems for at least the past twelve months.

These letters are to support the Shareholder Proposal resolution sent to you directly by the NYC Office of the Comptroller.

Sincerely,

Kimberly MacDonald
Officer

Information Classification: Limited Access
October 13, 2023

Re: New York City Employee’s Retirement System

To whom it may concern,

Please be advised that State Street Bank and Trust Company, under DTC number 997, held in custody continuously, on behalf of the New York City Employee’s Retirement System, the below position from September 30, 2022 through today as noted below:

Security: WALT DISNEY CO/TH

Cusip: [Redacted]

Shares: 756,812

Please don’t hesitate to contact me if you have any questions.

Sincerely,

Kimberly MacDonald
Kimberly A. MacDonald
Officer
October 13, 2023

Re: New York City Board of Education Retirement System

To whom it may concern,

Please be advised that State Street Bank and Trust Company, under DTC number 997, held in custody continuously, on behalf of the New York City Board of Education Retirement System, the below position from September 30, 2022 through today as noted below:

Security: WALT DISNEY CO/THE
Cusip: [Redacted]
Shares: 12,609

Please don’t hesitate to contact me if you have any questions.

Sincerely,

[Signature]
Kimberly A. MacDonald
Officer
October 13, 2023

Re: New York City Fire Pension Fund

To whom it may concern,

Please be advised that State Street Bank and Trust Company, under DTC number 997, held in custody continuously, on behalf of the New York City Fire Pension Fund, the below position from September 30, 2022 through today as noted below:

Security: WALT DISNEY CO/THE
Cusip: [REDACTED]
Shares: 209,115

Please don’t hesitate to contact me if you have any questions.

Sincerely,

Kimberly A. MacDonald
Officer
October 13, 2023

Re: New York City Police Pension Fund

To whom it may concern,

Please be advised that State Street Bank and Trust Company, under DTC number 997, held in custody continuously, on behalf of the New York City Police Pension Fund, the below position from September 30, 2022 through today as noted below:

Security: WALT DISNEY CO/THE
Cusip: [blank]
Shares: 472,638

Please don't hesitate to contact me if you have any questions.

Sincerely,

[Signature]

Kimberly A. MacDonald
Officer
December 18, 2023

Office of Chief Counsel
Division of Corporation Finance
U.S. Securities and Exchange Commission
100 F Street, N.E.
Washington, D.C. 20549

Re: The Walt Disney Company’s Request to Exclude a Shareholder Proposal Submitted by the AFL-CIO Equity Index Funds

Dear Sir or Madam:

Pursuant to Rule 14a-8 under the Securities Exchange Act of 1934, the AFL-CIO Equity Index Funds (the “Proponent”) submitted a shareholder proposal (the “Proposal”) with co-filers the New York City Employees’ Retirement System, the New York City Fire Pension Fund, and the New York City Police Pension Fund (the “Co-Filers”) to The Walt Disney Company (the “Company”) for a vote at the Company’s 2024 annual meeting of shareholders.¹ In a letter to the staff of the Division of Corporation Finance (the “Division Staff”) dated November 22, 2023 (the “No Action Request”), the Company’s representative from Wilmer Cutler Pickering Hale and Dorr LLP stated that the Company intends to omit the Proposal from its proxy materials to be distributed to shareholders.

The resolved clause of the Proposal states:

RESOLVED: Shareholders request that The Walt Disney Company (the “Company”) prepare and publicly disclose on the Company’s website a transparency report that explains the Company’s use of Artificial Intelligence (“AI”) in its business operations and the Board’s role in overseeing AI usage, and sets forth any ethical guidelines that the company has adopted regarding its use of AI. This report shall be prepared at a reasonable cost and omit information that is proprietary, privileged, or violative of contractual obligations.

¹ The Comptroller of the City of New York, which co-filed the Proposal on behalf of the Co-Filers, has reviewed and joins with the AFL-CIO in its response to the Company’s No Action Request.
The No Action Request asks the Division Staff to concur that it will not recommend enforcement action if the Company excludes the Proposal in reliance on Rule 14a-8(i)(7), on the basis that the Proposal purportedly deals with matters related to the Company’s ordinary business operations and seeks to micromanage the Company. For the reasons set forth below, the Proposal may not be excluded under Rule 14a-8(i)(7) because the Proposal addresses a social policy issue that transcends the Company’s day-to-day business matters and does not otherwise micromanage the Company.

The No Action Request argues that the Proposal may be excluded under Rule 14a-8(i)(7) because it involves matters related to the Company’s ordinary business operations, specifically workforce management, technology choice, and adherence to ethical business practices. As explained below, this argument does not have merit because the Proposal addresses a significant social policy issue. Specifically, the Proposal addresses the ethical use of Artificial Intelligence (“AI”), a significant social policy issue that has generated significant controversy and substantial attention from the public, lawmakers, the media and business leaders. AI is a significant social policy issue because it has the potential to affect many aspects of human life, such as health, education, employment, security, privacy, and justice.

As the Division Staff stated in Exchange Act Release No. 34-40018 (May 21, 1998), the Division Staff’s definition of significant social policy issues adjusts over time to reflect changing societal views. Issues once considered “ordinary business” can become significant social policy issues, and recognized as such, in a matter of months. In recent years, the social impact of AI technology has attained a level of notoriety to be recognized as a significant social policy issue. Indeed, AI has been subject to extraordinary media attention in 2023 and has now become part of the English lexicon. For example, the word “AI” was selected as the Collins Dictionary’s 2023 word of the year, and the Cambridge Dictionary selected the word “hallucinate” for 2023 with the addition of an alternative definition referring to when AI produces false information.

Ethical concerns regarding the responsible use of AI also reached a crescendo in recent years. According to the AI, Algorithmic, and Automation Incidents and Controversies Repository (an open source database of AI related controversies) there have been over 1,200 incidents and controversies regarding the use of AI since 2009 including 224 separate incidents in 2023 alone. Various governmental, business, and nonprofit entities have published ethical guidelines for AI including the United Nations Educational, Scientific and Cultural Organization, the

---

2 See Staff Legal Bulletin 14A (July 12, 2022) (“We believe that the public debate regarding shareholder approval of equity compensation plans has become significant in recent months. Consequently, in view of the widespread public debate regarding shareholder approval of equity compensation plans and consistent with our historical analysis of the “ordinary business” exclusion, we are modifying our treatment of proposals relating to this topic.”).

3 Kiersten Hickman, “These Are the 2023 Words of the Year, According to Dictionaries,” Reader’s Digest, November 15, 2023, [https://www.rd.com/article/word-of-the-year/](https://www.rd.com/article/word-of-the-year/).


Organisation for Economic Co-operation and Development,\textsuperscript{6} the U.S. Department of Defense,\textsuperscript{7} the European Commission,\textsuperscript{8} the Business Roundtable,\textsuperscript{9} and the White House.\textsuperscript{10}

Recent international regulatory developments emphasize the widespread significant social policy concerns associated with the ethical implementation of AI. On December 8, 2023, European Union officials signed a tentative political agreement for the Artificial Intelligence Act, the first EU regulatory framework for AI.\textsuperscript{11} This act sets regulatory obligations for firms and users based on the level of risk associated with certain AI systems.\textsuperscript{12} The Company has previously implemented AI systems mentioned in the European Union provisional agreement, including AI-powered facial recognition systems\textsuperscript{13} and generative AI systems.\textsuperscript{14}

Similar legislative efforts are underway in the United States at the federal and state level. In 2023, the U.S. Congress held multiple hearings on AI and the need for legislation to protect against AI harms.\textsuperscript{15} Senate Majority Leader Charles Schumer and members of a bipartisan AI working group has announced their intent to pass AI regulation prior to the 2024 elections.\textsuperscript{16} On September 8, 2023, U.S. Senators Richard Blumenthal and Josh Hawley released a bipartisan legislative framework to guide future regulations of AI systems.\textsuperscript{17} At the state level, New York State Senator Lea Webb introduced Senate Bill S7422A in May 2023.\textsuperscript{18} If passed, this bill would bar a film production from claiming the Empire State Film Production

\textsuperscript{11} Kelvin Chan, “Europe Reaches a Deal on The World’s First Comprehensive AI Rules,” Associated Press, December 8, 2023, \url{https://apnews.com/article/ai-act-europe-regulation-59466a4d8fd3597b04542e25831322c}.
\textsuperscript{12} Foo Yun Chee, Martin Coulter and Supantha Mukherjee, “Europe Agrees Landmark AI Regulation Deal,” Reuters, December 11, 2023, \url{https://www.reuters.com/technology/stalled-eu-ai-act-talks-set-resume-2023-12-08/}.
\textsuperscript{15} David Shepardson, “Congress to Hold New AI Hearings as it Works to Craft Safeguards,” Reuters, September 8, 2023, \url{https://www.reuters.com/technology/us-senate-panel-hold-ai-hearing-with-microsoft-nvidia-2023-09-08/}.
\textsuperscript{18} NY State Senate Bill 2023-S7422A, \url{https://www.nysenate.gov/legislation/bills/2023/S7422/amendment/A}. 
Credit if the production’s use of AI results in the displacement of employees. The Company has hired Albany-based lobbyists to monitor the progress of this New York state legislation.\textsuperscript{19}

In recognition of AI’s significant social policy concerns, leading technology companies have taken steps to disclose their ethical guidelines for the use of AI. For example, Microsoft has published a Responsible AI Standard to ensure that AI systems are developed responsibly and in ways that warrant people’s trust.\textsuperscript{20} Adobe,\textsuperscript{21} Amazon,\textsuperscript{22} Dell,\textsuperscript{23} Facebook/Meta,\textsuperscript{24} Google/Alphabet,\textsuperscript{25} Hewlett Packard,\textsuperscript{26} and IBM\textsuperscript{27} have published similar ethical guidelines. A total of fifteen AI technology companies – but not the Company – have endorsed the White House’s Voluntary AI Commitments to promote the safe, secure, and transparent development and use of AI technology.\textsuperscript{28} The Company has failed to adequately discuss the ethical concerns with its use of AI despite the importance of AI to a “wide variety of applications within the business.”\textsuperscript{29}

In recent years, the Division Staff have recognized that shareholder proposals addressing concerns with the use of AI transcend ordinary business matters and therefore may not be excluded under Rule 14a-8(i)(7). For example, in Amazon.com, Inc. (March 28, 2019, reconsideration denied on April 3, 2019), the Division Staff declined to concur with the exclusion of two shareholder proposals on the company’s AI facial recognition technology. Similarly, Division Staff declined to concur with the exclusion of a shareholder proposal in

\begin{itemize}
  \item \textsuperscript{20} Microsoft, “Microsoft Responsible AI Standard, v2,” June 2022, \url{https://www.microsoft.com/en-us/ai/principles-and-approach/}.
  \item \textsuperscript{22} Amazon, “Our Commitment to the Responsible Use of AI,” July 21, 2023, \url{https://www.aboutamazon.com/news/company-news/amazon-responsible-ai}.
  \item \textsuperscript{24} Meta, “Facebook’s Five Pillars of Responsible AI,” June 22, 2021, \url{https://ai.meta.com/blog/facebooks-five-pillars-of-responsible-ai/}.
  \item \textsuperscript{29} No Action Request at p. 3.
\end{itemize}
Alphabet Inc. (April 15, 2022) on the discriminatory effects of the company’s algorithmic systems and in Alphabet Inc. (April 12, 2022) regarding the use of the company’s AI technology for military and policing applications.

In addition to the fact the Division Staff have previously recognized AI as a significant social policy issue, the Proposal’s supporting statement specifically identifies various ethical concerns with the use of AI that have a nexus to a variety of longstanding significant social policy issues. These include that the use of AI in human resources decisions may raise concerns about discrimination or bias against employees, the use of AI to automate jobs may result in mass layoffs and the closing of entire facilities, the use of AI in ways that violate the privacy of customers and members of the public, and the use AI technology may be used to generate “deep fake” media content that may result in the dissemination of false information in political elections.

The Division Staff have long recognized that shareholder proposals on employment discrimination are significant social policy issues since Exchange Act Release No. 34-40018 (May 21, 1998) reversed Cracker Barrel Old Country Stores, Inc. (October 13, 1992). For example, in CBRE Group, Inc. (March 6, 2019) the Division Staff did not concur with the exclusion of a shareholder proposal that requested a report on the effects of the company’s mandatory arbitration policies on claims of sexual harassment. In this case, the use of AI technology in human resource decisions can reflect and amplify human biases and prejudices, which can lead to unlawful discrimination against protected employee groups.30

The Division Staff have also recognized that concerns about mass layoffs can be a significant social policy issue. For example, in E.I. du Pont de Nemours and Company (March 6, 2000), the Division Staff did not concur with the exclusion of a shareholder proposal on plant closures. Similarly, in Sprint Corporation (February 5, 2004), the Division Staff did not concur that a proposal on offshoring jobs overseas could be excluded. Goldman Sachs recently estimated that 300 million jobs globally could be subject to automation by AI.31 The Organisation for Economic Co-operation and Development has estimated that 27 percent of the workforce in developed countries is at risk of AI automation.32 The consulting firm McKinsey estimates that 30 percent of the hours worked in the U.S. economy could be automated by AI.33 While we do not know whether these forecasts will prove accurate, we do know that the potential impact of AI on the domestic and global workforce is projected to be seismic.

---


Privacy concerns have also been recognized by the Division Staff as a significant social policy issue. In Alphabet Inc. (April 15, 2022), the Division Staff did not concur that a proposal requesting an annual report on managing risks associated with user data collection, privacy, and security could be excluded under Rule 14a-8(i)(7). AI risk includes privacy risks, as AI is expected to accelerate the analysis of personal information in ways that can intrude on privacy interests. Companies are expanding the responsibilities of their privacy teams to address these risks. And for those companies such as the Company whose products and services are marketed to and consumed by children, the use of AI to analyze personal data raises particular privacy concerns.

The Division Staff have also recognized that the dissemination of false media information can be a significant social policy issue that transcends ordinary business. For example, in Alphabet Inc. (April 12, 2022) the Division Staff declined to concur with the exclusion of a proposal seeking a human rights report on the company’s content management policies to address misinformation and disinformation across its platforms. According to Freedom House, AI has been used in at least 16 countries to generate disinformation and sow doubt, smear opponents, or influence public debate. Here in the United States, AI-generated “deep fake” media content has been used in the Republican presidential primary election campaign.

The Company’s claim that the Proposal relates to its choice of technology is a red herring. The Proposal does not request that the Company refrain from using AI technology or require that the Company use specific types of AI technology in its business operations. Rather, the plain language of the Proposal’s resolved clause simply requests that the Company prepare and disclose a transparency report that explains the Company’s use of AI in its business operations, the Board’s role in overseeing AI usage, and sets forth any ethical guidelines that the Company has adopted regarding its use of AI. And by not providing a specific definition of AI, the Proposal gives maximum flexibility to the Company to determine what technologies should be subject to disclosure in the requested AI transparency report.

Nor does the Proposal relate to the Company’s adherence to its existing ethical guidelines. The No Action Request argues that the Company’s Standards of Business Conduct and Human Rights Policy implicitly set guidelines for the ethical implementation of AI. However, these policies guide business practices undertaken by natural persons employed by or acting on behalf

of the Company. Because AI is not a natural person, as written the Standards of Business Conduct and the Human Rights Policy do not specifically apply to AI technology. The No Action Request tacitly acknowledges this fact as it does not argue that the Proposal may be excluded as substantially implemented under Rule 14a-8(i)(10). Moreover, AI decision-making is not necessarily subject to human oversight depending on how it is implemented and its decisions may not even be intelligible to humans.40

Finally, the plain language of the Proposal does not micromanage the Company by seeking to impose specific methods for implementing complex policies. The Proposal’s resolved clause simply requests that the Company publish a transparency report on its use of AI, the Board of Director’s role in overseeing AI, and any ethical AI guidelines that the Company may have adopted. The Proposal does not seek to define the term AI or the scope of the requested report in order to give the Company full discretion to determine what information should be made publicly available. Nor does the Proposal request that the Company adopt any specific AI ethical guidelines or Board processes, but rather simply requests disclosure of the Board’s existing oversight of AI and any ethical guidelines that the Company may have adopted for its use.

In conclusion, the Division Staff should not concur with the Company’s No Action Request that the Proposal may be excluded. The Proposal may not be excluded under Rule 14a-8(i)(7) because the Proposal addresses significant social policy issues that transcend the Company’s day-to-day business matters and does not otherwise seek to micromanage the Company. If you have any questions, please contact me at 312-612-8446 or mobrien@segalmarco.com.

Sincerely,

Maureen O’Brien
SVP of Corporate Governance, Engagement and Proxy Voting

cc: Lilian Brown, Wilmer Hale
lillian.brown@wilmerhale.com

---