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“The sum of all that 
NVIDIA’s doing 
will indeed create 
the next industrial 
revolution”
CNBC

Accelerated computing is sustainable 

computing. Every data center in the world 

needs to be accelerated to reclaim power, 

achieve sustainability, and realize net-zero 

emissions. Accelerated data centers could save 

an incredible 19 terawatt-hours of electricity 

annually if run on GPU and DPU accelerators vs 

CPUs. That’s about the same energy as a year’s 

worth of trips by 2.9 million passenger cars. 

paved the way for generative AI. The most 

critical computing platform of our generation, 

generative AI will reshape the world’s largest 

industries and create an entirely new one.

NVIDIA, the pioneer of accelerated computing, 

is the driving force of this new era.



HGX B100 NVLINK Switch GB200 Superchip
Compute Node



“They basically have 
a comprehensive 
solution from the chip 
all the way to data 
centers at this point”
CIO

Accelerated computing starts with the most 

advanced processors and ends with AI factories. 

From chip architecture to advanced networking 

to acceleration libraries, NVIDIA builds the entire 

computing system at data-center scale. Then, we 

disaggregate everything and reintegrate it into 

the world’s computing fabric so that industries 

can leverage the parts and systems they need.

In the future, almost all of our experiences 

will be generative. Blackwell—the world’s 

most powerful AI platform—is tailor-made 

for the generative AI revolution.

Quantum X800 Switch
ConnectX-8 SuperNIC

Spectrum X800 Switch
BlueField-3 SuperNIC



“Continually 
optimized software 
remains NVIDIA’s 
ace in the hole”
Forbes

Accelerated computing requires full-stack 

software. NVIDIA’s acceleration stacks optimize 

workloads on a massive scale, integrating 

thousands of nodes while treating network 

and storage as integral components.

This year, we rolled out TensorRT-LLM and NVIDIA 

Inference Microservices™ (NIM). TensorRT-LLM 

is an open-source software library that enables 

customers to more than double the inference 

performance of their GPUs. NIM are a new way 

to package and deliver AI software. This curated 

selection of microservices adds a new layer 

to NVIDIA’s full-stack computing platform—

connecting the AI ecosystem of model developers, 

platform providers, and enterprises with a 

standardized path to run custom AI models.

Industry Standard APIs
Text, Speech, Image,

Triton Inference Server
cuDF, CV-CUDA, DALI, NCCL,

Post Processing Decoder

Cloud Native Stack
GPU Operator, Network Operator

Enterprise Management
GPU Health Check, Identity, Metrics,

Monitoring, Secrets Management

Kubernetes



TensorRT LLM and Triton
cuBLAS , cuDNN, In-Flight Batching,

Optimized Model
Single GPU, Multi-GPU, Multi-Node

Customization Cache
P-Tuning, LORA, Model Weights

NVIDIA CUDA
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INSTALLED BASE

“NVIDIA’s got great 
chips, and more 
importantly, they 
have an incredible 
ecosystem”
The New York Times

NVIDIA’s accelerated computing ecosystem 

is bringing AI to every enterprise. The NVIDIA 

ecosystem spans nearly 5 million developers 

and 40,000 companies. More than 1,600 

generative AI companies are building on 

NVIDIA. CUDA®, our parallel computing model 

than 300 libraries, 600 AI models, numerous 

SDKs, and 3,500 GPU-accelerated applications. 

CUDA has more than 48 million downloads.



“NVIDIA’s prescription 
for the future: 
transforming 
healthcare with AI”
Forbes

NVIDIA AI is powering the next era of drug 

discovery and advances in life sciences. NVIDIA 

Clara™, our suite of computing platforms, 

software, and services for healthcare and life 

sciences, and NVIDIA BioNeMo™, our platform 

for state-of-the-art generative AI models for drug 

discovery, are turbocharging breakthroughs.

Genentech is tapping NVIDIA to use generative 

AI to discover and develop new therapeutics and 

cloud APIs. And Amgen is building AI models trained 

to analyze one of the world’s most extensive 

human datasets on an NVIDIA DGX SuperPOD™.





“NVIDIA has virtually 
recreated the entire 
planet—and now it 
wants to use its digital 
twin to crack weather 
forecasting for good”
TechRadar

NVIDIA AI is tackling climate change. Extreme 

events attributable to climate change cost 

is a revolutionary new generative AI model 

trained on high-resolution radar, weather 

extreme weather events can be super-resolved 

from 25-kilometer to two-kilometer resolution 

with 1,000 times the speed and 3,000 times 

models. This AI-powered weather forecasting 

allows us to more accurately predict and track 

severe storms to try and reduce those impacts.





“NVIDIA is a core 
technology leader 
in the autonomous 
driving arena”
CleanTechnica

NVIDIA AI is revolutionizing transportation. 

NVIDIA has developed an end-to-end platform 

from cloud to car to allow the automotive 

ecosystem to develop industry-leading AI-

AGX Thor™—designed and optimized for gen 

AI utilizing NVIDIA’s Blackwell architecture—

to reimagine the driving experience. 

And this year, every next-generation 

Mercedes-Benz vehicle will include an NVIDIA 

includes the most powerful computer, system 

software, and applications for consumers.





“The age of 
humanoid robots 

step closer thanks to 
a new release from 
NVIDIA” 
TechRadar

NVIDIA is fueling the next wave of AI—robotics and 

industrial digitalization. And that new wave of robots 

that will learn in NVIDIA Omniverse. Simulators like 

Isaac Sim running on Omniverse will be gyms where 

robots learn their skills. Over 1.2 million developers 

and 10,000 customers and partners are leveraging 

the NVIDIA Isaac and Jetson platforms to create 

and deploy AI-driven robots. And Project GR00T, a 

general-purpose foundation model for humanoid 

robots, will help them understand natural language 

and emulate movements by observing human actions.





“NVIDIA Omniverse 
Cloud APIs will 
elevate digital 
twins for a new 
industrial revolution”
Venture Beat

The soul of NVIDIA is where computer graphics, 

physics, and AI intersect in Omniverse—a 

virtual world simulation engine. Heavy industry 

the fundamental operating system for building 

digital twins that are crucial to unlocking new 

potential in heavy industries worldwide.

Omniverse connects the tools created by 

developers in the NVIDIA ecosystem. It enables 

each team to operate on the same ground 

now, with NVIDIA Omniverse Cloud™ APIs, 

developers can simplify and speed up the 

development of digital twins for almost any 

industrial application, seamlessly integrating 

Omniverse into their existing apps.





our time. Blackwell is the engine to power this 
new industrial revolution. Working with the 
most dynamic companies in the world, we will 
realize the promise of AI for every industry.”





The dawn of a new computing 
era is unmistakably upon us.

Two transitions are occurring 

simultaneously—accelerated computing 

and generative AI—transforming 

the computer industry and every 

other industry worldwide.

CPU scaling, the engine that has 

driven the computer industry over 

the past three decades, has slowed. 

Software developers have turned 

to accelerated computing to keep 

pace with the exponentially growing 

demand for computing in a cost- and 

energy-sustainable way. The computing 

model pioneered by NVIDIA has 

reached critical mass and has been 

adopted broadly as the path forward.

Accelerated computing will modernize 

the world’s trillion-dollar data 

center infrastructure. Its increased 

throughput and cost and energy 

savings are remarkable. Two NVIDIA 

HGX computers with Hopper GPUs 

that together cost $500K can replace 

1,000 nodes of CPU servers that cost 

or data processing workloads.

For data centers that are budget- or 

power-limited, NVIDIA delivers an order-

of-magnitude increase in throughput. 

For data centers optimized for 

throughput, NVIDIA delivers an order-of-

magnitude reduction in cost and power. 

Accelerated computing is the best way 

to build sustainable data centers.

When the cost of a fundamental 

resource, like computing, improves by 

orders of magnitude, new methods 

are invented, and new utilities are 

discovered. AI researchers tapped 

NVIDIA CUDA to realize deep learning, 

a machine learning algorithm that is 

incredibly compute-intensive. Deep 

learning processes mountains of data 

and learn predictive features. In 

intelligence community by winning, by 

a considerable margin, the ImageNet 

computer vision contest. Within a 

couple of years, every computer vision 

algorithm used deep learning, and 

achieved superhuman object recognition 

capabilities. AlexNet on NVIDIA CUDA 

was the big bang of modern AI.

We recognized that AlexNet was more 

than a computer vision breakthrough. 

We imagined deep learning would 

fundamentally revolutionize software 

and, consequently, all computing. Deep 

learning can scale to tackle many 

previously impossible challenges with 

new network architecture innovations, 

more data, and more compute.

In the ensuing decade, NVIDIA 

set out to advance AI. We 

pursued several strategies:

Reinvent every layer of computing, 

from GPU architecture, e.g., Tensor 

Cores, to system interconnect, 

e.g., NVLink, systems, e.g., DGX, 

software, e.g., cuDNN and TensorRT, 

to networking technologies, e.g., 

SHARP in-networking processing, 

and much more. We reinvented 

computing from the ground up.

Transform into a data-center-scale 

company by combining with Mellanox, 

the world’s leading high-performance 

networking company. As computing 

large models and training data 

scales to require millions of trillions 

more operations, we need not just 

amazing chips but AI supercomputing 

systems. Today, NVIDIA is an expert at 

every computing layer, from chips to 

software, and across the data center 

—compute to networking. We have the 

expertise and scale to help customers 

build AI infrastructures anywhere.

Become an AI expert by building NVIDIA 

AI platforms—full-stack AI platforms 

for DLSS RTX neural graphics, DRIVE 

AV self-driving cars, Isaac robotics, 

ACE digital humans, NeMo LLMs, 

BioNeMo digital biology, and Clara 

medical imaging—so that we can apply 

Automotive has joined gaming as a 

multi-billion-dollar run rate business. 

Healthcare and robotics are additional 

multi-billion-dollar opportunities. 

Dear NVIDIANs  
and Stakeholders, 



Build a new ecosystem for the AI era 

by creating tools, libraries, and expert 

technical teams to support developers 

going after the AI revolution. The global 

NVIDIA ecosystem now approaches 5 

million developers—capping a record-

setting year for new developers. 

Forty thousand companies have 

worked with NVIDIA. There are now 

more than 3,300 GPU-accelerated 

applications. More than 18,000 

startups are building on NVIDIA. 

These four strategies—reinventing 

the full computing stack, 

building data-center-scale AI 

supercomputers, conducting basic 

AI research and applying AI to 

create new markets, and building 

a global ecosystem—transformed 

NVIDIA and all of computing. 

Twelve years after AlexNet, NVIDIA 

is a full-stack, data-center-scale AI 

company that partners with nearly 

every AI company in every industry 

worldwide. Then ChatGPT arrived, 

and the pace of AI accelerated even 

faster. The era of generative AI began. 

Computers can now generate 

information based on human prompts. 

At the heart of ChatGPT, large 

language models, or LLMs, learned 

to understand human language, prior 

knowledge, and even some common 

sense from massive amounts of text. 

And not only human language. LLMs 

have learned to understand text, speech, 

images, and even amino acids and 

proteins, the language of biology. With 

multi-modal learning—for example, 

simultaneously learning from language 

and images—generative AI is gaining a 

deeper understanding of the world and 

Given a prompt such as “golden 

retriever wearing sunglasses and a 

white golden doodle with black leather 

with NVIDIA logo, in Maui during 

sunset, with hotels on the beach,” 

generative AI can create an image.

From an amino acid sequence, AI can 

generate the structure of a protein, 

e.g., the SARS-CoV-2 main protease.  

The combinations and possibilities 

are endless.

Generative AI is the most transformative 

and consequential technology of 

our generation. Computers will 

understand people and the world 

and perform tasks that previously 

required human intelligence. With 

generative AI, computers can augment 

and amplify humans to perform tasks 

with greater ease and speed, help 

us be more productive, and solve 

problems previously unimaginable. 

Researchers use generative AI to 

compose billions of chemical compounds 

and virtually test them as drugs against 

a disease target. Climate scientists 

are using generative AI to map tens of 

thousands of potential trajectories of a 

weather pattern in seconds to predict 

the path of a deadly storm better. 

The automation of intelligence with 

generative AI will transform every 

company in the world’s $100 trillion 

worth of industries. Startups and 

established companies spanning every 

conceivable domain and industry 

are investing billions of dollars to 

advance and apply generative AI.

With AI supercomputers, we are 

manufacturing intelligence in the form 

In the last industrial revolution, power 

generation plants produced electricity. 

In this new industrial revolution, 

NVIDIA AI supercomputers are the AI 

factories that produce intelligence. 

Generative AI has enabled us to 

produce something completely new.

Companies will operate a new type 

of facility, owned or rented, that 

produces AI to augment, accelerate, 

and amplify the productivity of their 

employees and business processes.

Nations have awakened to AI’s impact. 

Countries are building sovereign AI 

infrastructures. Governments see AI 

factories as essential infrastructure 

to advance their society and local 

industries. Nations such as Canada, 

France, India, Singapore, Japan, 

and others seek to develop their 

sovereign AI capabilities as they have 

recognized their country’s data is 

their most valuable natural resource.



Generative AI is the most impactful 

invention of our time, and as with 

electricity and the internet, it impacts 

everyone and every industry. The 

potential of AI to help tackle the world’s 

most pressing challenges is incredible. 

To maximize this potential, companies, 

governments, and societies are raising 

awareness of the capabilities of this 

technology, inventing capabilities to 

align, guardrail, secure, and control 

models, sharing best practices, 

creating new policies, discovering new 

social norms, encouraging debate, 

and inspiring whole new areas of 

research in AI security and safety.

NVIDIA Accelerated 
Computing Reaches 
the Tipping Point 

126% to a record $60.9 billion. GAAP 

earnings per diluted share was $11.93, 

up 586% from a year ago. Non-GAAP 

earnings per diluted share were 

$12.96, up 288% from a year ago. 

Non-GAAP gross margin was 73.8%.

Full-year Data Center revenue rose 217% 

to a record $47.5 billion. Demand for 

Hopper architecture products remains 

strong, and we have announced the 

Blackwell architecture, its successor.

Full-year Gaming revenue rose 15% to 

$10.4 billion on strong demand for

our expanded GeForce RTX 40 Series 

GPU lineup. 

Full-year revenue for Professional 

Visualization rose 1% to $1.6 billion.

Automotive full-year revenue this year 

rose 21% to $1.1 billion. 

A trillion dollars’ worth of existing data 

centers needs to be accelerated, and a 

trillion more dollars is needed to expand 

the installed base with AI factories 

expansions in computing history. NVIDIA 

is well-positioned to help our customers 

and partners realize this opportunity.

We hosted GTC live and in person for 

electric experience. Over 1,100 sessions, 

more than 300 exhibits, and 20-plus 

technical workshops packed the San 

Jose Convention Center to capacity, 

providing learning and networking 

opportunities for our community and 

ecosystem unavailable anywhere else.

a hotel ballroom. Now, it is a can’t-

miss event with more than 19,000 

in-person registrations, almost 

300,000 virtual registrations, and 

more than 12,000 people at the 

SAP Center for our keynote, which 

Our industry partners’ unprecedented 

collaboration and participation made 

this year’s GTC exceptional. The 

presence of industry giants like 

Amazon, Cisco, Dell, Google, HPE, 

IBM, Lenovo, Microsoft, Oracle, and 

Supermicro at GTC underscored the 

universal recognition of this moment in 

technology and their commitment to 

shaping the future alongside NVIDIA. 

So, what now? How are we raising the bar?

A New Computing 
Platform for the New 
Industrial Revolution

We are accelerating our roadmap 

across the board. Generative AI models 

are increasing exponentially in scale, 

doubling about every six months. If 

it takes twice as much data to train 

models twice as large, compute intensity 

is growing at 4X every six months. 

Further, the demand for inferencing, 

or generating AI, on NVIDIA has 

increased tremendously. When you 

interact with a chatbot, which every 

application or service will integrate in 

the future, you are likely interacting 

directly with an NVIDIA GPU in the 

cloud. In the future, our interactions 

with computers will be generated by AI 

than retrieved prerecorded text or 

content. Generative AI will let us reinvent 

how we interact with computers, and 

demand for GPUs will be massive. 

Multi-modality, large context windows, 

retrieval-augmented generation, 

mixture-of-experts, synthetic data 

generation, content protection, 

reasoning, planning, tool use, physical 

world understanding, trillion-parameter 



LLMs, distillation to small models, high 

throughput to high interactivity—the 

innovation rate of training and inference 

is incredibly high. Advances are 

coming from every computer science 

department and every industry. NVIDIA 

CUDA’s rich software ecosystem and 

ubiquity attracts more developers, 

which creates more advances 

that drive more adoption. NVIDIA’s 

Our customers and partners want 

more and faster. A much bigger GPU 

is needed, so we built Blackwell. The 

most advanced GPU-accelerated 

computing system ever built, the work 

of thousands of engineers and over two 

decades of learning and craftsmanship, 

the Blackwell platform is the computer 

for the generative AI era and the new 

industrial revolution. Blackwell adoption 

is already underway by every major 

cloud service provider, server maker, 

and leading AI company, including 

Amazon, Google, Meta, Microsoft, 

OpenAI, Tesla, and xAI, with Blackwell-

based products expected to be rolled 

out by our partners later this year.

The numbers are incredible—208 

billion transistors on the B200 Tensor 

Core GPU, 600,000 parts, 3,000 

pounds, two miles of NVLink cables, 

30X faster inference, 4X speedier 

training, and about 25X less cost of 

ownership and energy consumption 

than Hopper, and more than double 

the bandwidth and memory of H100. 

Blackwell has six breakthrough 

technologies enabling AI training and 

real-time LLM inference for models 

scaling up to 10 trillion parameters. 

The second-generation transformer 

engine enables Blackwell to support 

double the compute and model sizes. 

Fifth-generation NVLink delivers 

groundbreaking 1.8TB/s bidirectional 

throughput per GPU for seamless high-

speed communication among up to 576 

GPUs for handling trillion-parameter 

LLMs. A built-in reliability, availability, 

and serviceability (RAS) engine uses 

AI-based preventative maintenance 

to run diagnostics and forecast 

reliability issues, increasing uptime and 

resiliency and reducing operational 

capabilities, including new native 

interface encryption protocols, provide 

unprecedented levels of security without 

compromising performance. Finally, 

a dedicated decompression engine 

delivers a leap for data processing. 

Data processing is a top workload in 

the world’s data centers. Data is the 

raw material of AI, and the amount of 

data generated is growing exponentially. 

Pre- and post-processing data for AI 

can often consume half of the total 

workload. NVIDIA is singular in our 

ability to accelerate data processing. 

NVIDIA Blackwell and NVIDIA’s 

RAPIDS acceleration libraries will let 

us achieve an order-of-magnitude 

reduction in time, cost, and energy. 

That’s a mind-boggling amount 

of performance. Still, we needed 

this generative industrial revolution. 

So, we scaled it even further. The 

GB200 NVL72 combines 36 Grace 

Blackwell GB200 Superchips to act as 

a single GPU in a multi-node, liquid-

cooled, rack-scale system. Each GB200 

connects two NVIDIA B200 Tensor 

Core GPUs to an NVIDIA Grace CPU. 

Blackwell is a whole computing platform 

various AI infrastructures. The Blackwell 

platform includes the new Quantum 

switches, the X800 series, designed 

for trillion-parameter-scale AI. 

If NVIDIA GPUs are like the neurons, 

then NVIDIA networks are like the 

synapses. Both are vital to performance. 

high-performance networking platform 

to overcome Ethernet’s fundamental 

shortcomings for distributed 

supercomputing like AI. While Quantum 

X800 is best for dedicated AI factories, 

Spectrum X800 brings many of 

NVIDIA’s networking technologies 

for AI to the large Ethernet market.

Training a 1.8 trillion-parameter GPT 

with 25,000 NVIDIA Ampere architecture 

GPUs. With Hopper, it would take about 

8,000 GPUs and consume 15 megawatts 

over about three months. For Blackwell, 

in the same 90 days, it would need 

a quarter of the GPUs and a quarter 

of the power of prior models for the 

same task—only about 4 megawatts.

NVIDIA AI for Every 
Industry and Enterprise

Generative AI will transform every 

industry. NVIDIA has already applied 

AI to build several multi-billion-

dollar verticals—gaming, healthcare, 

automotive, and robotics. We are 

now bringing NVIDIA’s accelerated 

computing and AI to the enterprise. 

Enterprises have not historically been a 

market for GPUs and high-performance 

computing. Generative AI changes that. 

Copilots, assistants, and agents will 

augment and amplify every employee 

and business process in the future, 

markets for NVIDIA GPU computing.



The NVIDIA AI Enterprise software 

platform centers on the idea that 

many companies will want to build and 

operate proprietary AI models, and 

every company will want to integrate 

AI into its business processes to 

accelerate and improve productivity. 

NVIDIA AI Enterprise strategy has 

several pillars: NVIDIA’s expertise 

in building AI models, the NVIDIA 

NeMo suite of tools to develop and 

customize LLMs, NVIDIA DGX Cloud, 

which is our AI factory, and NVIDIA 

NIM inference microservices, which 

are AI containers that run everywhere 

there are NVIDIA GPUs. We are an AI 

foundry like TSMC is a chip foundry. 

We manufacture custom NIMs like 

TSMC manufactures custom chips. 

And like a great foundry, we have the 

technology, skills, scale, and business 

model to partner with any company.

NIM is a groundbreaking new way to 

package and deliver AI software. We 

integrated a mountain of complex 

software technology to build NIMs 

so developers and enterprises can 

quickly develop AI applications. These 

pretrained models are optimized and 

cloud-native, shortening the time to 

market and simplifying the deployment 

of generative AI models anywhere. 

NIMs can learn to understand 

a company so businesses can create 

and deploy custom applications 

on their platforms while retaining 

full ownership and control of their 

intellectual property. NIMs are built 

for portability and control, enabling 

model deployment across various 

infrastructures, from local workstations 

to cloud to on-premises data centers.

Adobe, Box, Cadence, Cloudera, Cohesity, 

CrowdStrike, Dropbox, Getty Images, 

NetApp, SAP, ServiceNow, Shutterstock, 

access NVIDIA NIMs. ServiceNow, for 

example, uses NIMs to develop and 

customer care and service assurance.

Supercharging Health 
Sciences and Drug Discovery

Generative AI has supercharged 

innovation in healthcare. At GTC, we 

introduced more than two dozen 

healthcare NIMs for drug discovery, 

medical technology, and digital 

health. AWS and Microsoft Azure 

are incorporating NVIDIA NIMs 

in their healthcare platforms.

Our partnerships in the medical 

technology and biopharmaceuticals 

segments are already making huge 

impacts. Generative AI for computer-

aided drug discovery is seeing 

broad adoption. Genentech uses 

NVIDIA BioNeMo to customize NIMs 

integrated into its drug discovery 

discovery to light speed, building AI 

models trained on one of the world’s 

most extensive human datasets. 

Johnson & Johnson MedTech is 

partnering with NVIDIA to build its 

digital ecosystem for intelligent 

surgical and medical instruments on 

NVIDIA IGX and Holoscan platforms.

The rate of innovation in healthcare 

is thrilling. Hundreds of tech startups 

are partnering with NVIDIA and using 

generative AI to revolutionize health 

monitoring, drug discovery, robotic 

surgery, and patient care. Generative AI 

will transform healthcare into one of the 

world’s largest technology industries.

Expanded Graphics and 
Gaming Leadership

Computer graphics remains core to 

NVIDIA. Accelerated computing has 

powered unimaginable advances and 

delivered tremendous performance 

gains of 10 million-X in the last two 

decades. We pioneered RTX DLSS neural 

graphics, the fusion of AI and ray-

tracing computer graphics to enhance 

performance and visual quality. Though 

launched RTX and DLSS at SIGGRAPH 

2018, real-time ray tracing and AI-

generated images have revolutionized 

computer graphics. With DLSS, we 

compute one pixel, while AI generates 

15, allowing us to dedicate available 

computation to creating a few beautiful 

samples because AI can predict the 

rest. This hybrid physics-AI method will 

NVIDIA is again driving a broad 

transformation powered by the 

expansion of AI computing to PCs. 

Generative AI is quickly emerging as the 

new “killer app” for high-performance 



performant AI PCs and workstations. 

With over 100 million RTX GPUs in use, 

NVIDIA RTX is the natural platform 

for AI application developers.

NVIDIA ACE is a digital avatar cloud 

API with customizable microservices. 

It lets developers bring game 

characters to life and deploy them 

across various platforms and 

clouds with secure and consistent 

performance. Realistic and engaging 

game characters are now possible 

with generative AI and LLMs. Digital 

humans will be the next leap in gaming.

GeForce NOW cloud gaming had an 

incredible year. There are currently 

more than 1,900 games on GeForce 

NOW enjoyed by 30 million registered 

gamers daily across 110 countries.

Steering Automotive Growth

The rapid advance of generative AI 

technology will propel the shift from 

vehicles. NVIDIA collaborates closely 

with automotive manufacturers, 

including Continental, Desay, Flex, 

Foxconn, Lenovo, Quanta, and ZF, to 

create cutting-edge electric vehicles 

for the world market. These vehicles 

utilize the advanced NVIDIA DRIVE 

Hyperion platform and NVIDIA 

DRIVE AGX systems-on-a-chip. 

Designed and optimized for generative 

AI utilizing NVIDIA’s Blackwell 

architecture, DRIVE AGX Thor will 

revolutionize an automotive landscape 

experience. BYD, the world’s leading 

new energy vehicle maker, will expand 

the use of DRIVE Thor for its future 

premium cars. Waabi is leveraging 

generative AI-powered autonomous 

trucking solutions. Nuro will use Thor 

to power its integrated autonomous 

driving commercial goods delivery 

range electric vehicles, XPENG, and 

GAC selected the NVIDIA DRIVE 

Thor centralized car computer to 

DRIVE AGX Orin also powers cars from 

Volvo, Polestar, Lucid, Great Wall Motor, 

SAIC, ZEEKR, NIO, Xiaomi, and XPENG. 

In addition to helping vehicle-makers 

in their car and build a safe operating 

system for autonomous vehicles, NVIDIA 

develops the full-stack active safety, 

parking and Level 2+/3 software for 

Mercedes-Benz and Jaguar Land Rover. 

NVIDIA’s full-stack computer and 

software allow customers to pick and 

choose how to leverage the DRIVE 

developed an end-to-end platform, 

from the cloud to the car, to enable 

the automotive ecosystem to develop 

Industrial Digitalization

Manufacturing is the world’s largest 

industry. Digitalization of manufacturing 

has been challenging. Representing 

and predicting physical properties 

Description (OpenUSD) format, 

every step—from design, simulation, 

and manufacturing to marketing—

can be connected to a standard 

interchangeable representation. And 

with generative AI and accelerated 

computing, the massive and physically 

complex worlds of manufacturing can 

be simulated virtual environments.

Based on OpenUSD and powered by 

NVIDIA’s state-of-the-art graphics, 

physics simulation, generative AI, 

accelerated computing, and cloud 

supercomputing technologies, NVIDIA 

Omniverse is a one-of-a-kind, virtual-

world emulation engine. Omniverse 

cloud APIs make it easy to connect 

to the world’s leading industrial tools 

and platforms. Designed parts from 

manufacturing can be integrated and 

composed inside Omniverse to represent 

a digital twin of the whole product.

Omniverse digital twins help companies 

do virtual product integration, virtually 

start up new factories, test new 

plant layouts to improve operations. 

Digital twins are the essential 

digital representations of the 

industrial digitalization process and 

Omniverse is the operating system.

NVIDIA works with industry leaders like 

Ansys, Cadence, Dassault Systèmes, 

Siemens, and many others. They 

use Omniverse technologies to help 

customers design, simulate, build, and 

operate physically based digital twins 

and fully realize their potential. We 

also expanded our partnership with 

Microsoft to bring NVIDIA Omniverse 

Cloud Services to Azure customers.

The ChatGPT Moment 
for Robotics Is Coming

The next wave of AI is versatile and high-

functioning robotics, and it’s around 

the corner. AI will understand us and 

the physical world, and like ChatGPT’s 

ability to generate a response from 

our instruction, robots will generate 

manipulation from our instruction. 



NVIDIA GR00T is an LLM for humanoid 

robots. Isaac Sim is a robotic gym 

built in Omniverse. NVIDIA Jetson is 

a robot computer. NVIDIA robotics 

platforms for building and deploying 

AI-powered robots, such as the 

Isaac software and Jetson computer, 

have over 1.2 million developers and 

10,000 customers and partners.

NVIDIA has dedicated nearly a decade 

to robotics AI and is excited to see it all 

come together. In time, humanoid and 

larger than the auto and consumer 

electronics industries combined.

This year was a watershed moment 

for NVIDIA, our customers, and our 

ecosystem partners. NVIDIA accelerated 

computing has reached the tipping point, 

fundamentally reinvented computing, 

and is the path forward for sustainable 

computing. Generative AI is driving a 

platform transition and starting a new 

industrial revolution where AI factories 

will manufacture intelligence. NVIDIA 

is at the center of the simultaneous 

computing and industrial revolution.

NVIDIA is the result of the decades-

long pursuit of a vision and the life’s 

work of our employees. NVIDIA is 

well-known for the caliber of our people, 

who have worked together for a long 

time, and our determined and resilient 

culture that prioritizes our people.

2023 was an extraordinary year. 

Though trouble around the world 

made it challenging, I’m incredibly 

proud of the character of people, 

proud that we supported our families 

throughout, and proud that we focused 

on creating the conditions for our 

employees to do their life’s work. 

2024 is shaping up to be even more 

incredible. We can expect unbelievable 

technology breakthroughs from 

next-level LLMs and generative 

AI across many industries, from 

digital biology to robotics. You’ll 

want to see what’s coming.

Jensen Huang 

CEO and Founder, NVIDIA 

May 2024
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Forward-Looking Statements 

Certain statements in this document including, but not limited to, statements as to: the impact, benefits, abilities, features, performance, and 
availability of our products, services, and technologies, including NVIDIA HGX computers, NVIDIA Hopper GPUs, NVIDIA CUDA, Tensor Cores, 
NVLink, DGX, cuDNN, TensorRT, SHARP in-networking processing, NVIDIA AI Research and application-specific AI platforms—full-stack AI 
platforms for DLSS RTX neural graphics, DRIVE AV self-driving cars, Isaac robotics, ACE digital humans, NeMo LLMs, BioNeMo digital biology, 
and Clara medical imaging, NVIDIA Blackwell, NVIDIA’s RAPIDS acceleration libraries, GB200 NVL72, Grace Blackwell GB200 Superchips, NVIDIA 
B200 Tensor Core GPUs, NVIDIA Grace CPUs, Quantum InfiniBand and Spectrum Ethernet switches, NVIDIA AI Enterprise, NVIDIA NIMs, NVIDIA 
IGX and Holoscan platforms, NVIDIA RTX GPUs, GeForce NOW, NVIDIA DRIVE Hyperion platform, NVIDIA DRIVE AGX systems-on-a-chip, DRIVE 
AGX Thor, DRIVE AGX Orin, NVIDIA Omniverse, Omniverse cloud APIs, NVIDIA GR00T, NVIDIA Jetson, Isaac software; third parties using or 
adopting NVIDIA products, technologies and platforms, and the benefits and impacts thereof; our partnerships and collaborations with third 
parties; accelerated computing and generative AI transforming the computer industry and every other industry worldwide; the exponentially 
growing demand for computing in a cost- and energy-sustainable way; accelerated computing modernizing the world’s trillion-dollar data center 
infrastructure; deep learning being able to scale to tackle many previously impossible challenges with new network architecture innovations, 
more data, and more compute; NVIDIA’s ability to apply AI firsthand to create new markets; computers now being able to generate information 
based on human prompts; generative AI gaining a deeper understanding of the world and being able to translate across different modalities; the 
ability of generative AI to create an image based on a prompt; the ability of AI to generate the structure of a protein from an amino acid sequence; 
computers understanding people and the world and performing tasks that previously required human intelligence; with generative AI, computers 
being able to augment and amplify humans to perform tasks with greater ease and speed, help us be more productive, and solve problems 
previously unimaginable; climate scientists using generative AI to map tens of thousands of potential trajectories of a weather pattern in seconds 
to predict the path of a deadly storm better; the automation of intelligence with generative AI transforming every company in the world's $100 
trillion worth of industries; startups and established companies spanning every conceivable domain and industry investing billions of dollars to 
advance and apply generative AI; companies operating a new type of facility, owned or rented, that produces AI to augment, accelerate, and 
amplify the productivity of their employees and business processes; countries building sovereign AI infrastructures; the potential of AI to help 
tackle the world’s most pressing challenges; companies, governments, and societies raising awareness of the capabilities of AI, inventing 
capabilities to align, guardrail, secure, and control models, sharing best practices, creating new policies, discovering new social norms, 
encouraging debate, and inspiring whole new areas of research in AI security and safety; a trillion dollars’ worth of existing data centers needing 
to be accelerated, and a trillion more dollars being needed to expand the installed base with AI factories in the next five years; NVIDIA accelerating 
roadmap across the board; generative AI models increasing exponentially in scale, doubling about every six months; compute intensity growing 
at 4X every six months if it takes twice as much data to train models twice as large; our interactions with computers being generated by AI 
specifically for that interaction rather than retrieved prerecorded text or content; generative AI letting us reinvent how we interact with 
computers, and demand for GPUs being massive; advances coming from every computer science department and every industry; the amount of 
data generated growing exponentially; pre- and post-processing data for AI often consuming half of the total workload; generative AI 
transforming every industry; copilots, assistants, and agents augmenting and amplifying every employee and business process in the future, 
and enterprises being significant markets for NVIDIA GPU computing; the NVIDIA AI Enterprise software platform centers on the idea that many 
companies wanting to build and operate proprietary AI models, and every company wanting to integrate AI into its business processes to 
accelerate and improve productivity; generative AI transforming healthcare into one of the world’s largest technology industries; hybrid physics-
AI method revolutionizing many fields of science; NVIDIA driving a broad transformation powered by the expansion of AI computing to PCs; the 
rapid advance of generative AI technology propelling the shift from software-defined vehicles to AI-defined vehicles; NVIDIA’s end-to-end 
platform, from the cloud to the car, enabling the automotive ecosystem to develop industry-leading AI-defined vehicles; with the Universal Scene 
Description (OpenUSD) format, every step being connected to a standard interchangeable representation; with generative AI and accelerated 
computing, the massive and physically complex worlds of manufacturing being simulated virtual environments; AI understanding us and the 
physical world, and like ChatGPT’s ability to generate a response from our instruction, robots generating manipulation from our instruction; 
humanoid and task-specific robots being an industry larger than the auto and consumer electronics industries combined; generative AI driving 
a platform transition and starting a new industrial revolution where AI factories will manufacture intelligence; and the expectation of unbelievable 
technology breakthroughs from next-level LLMs and generative AI across many industries, from digital biology to robotics are forward-looking 
statements that are subject to risks and uncertainties that could cause results to be materially different than expectations. Important factors 
that could cause actual results to differ materially include: global economic conditions; our reliance on third parties to manufacture, assemble, 
package and test our products; the impact of technological development and competition; development of new products and technologies or 
enhancements to our existing product and technologies; market acceptance of our products or our partners' products; design, manufacturing 
or software defects; changes in consumer preferences or demands; changes in industry standards and interfaces; unexpected loss of 
performance of our products or technologies when integrated into systems; as well as other factors detailed from time to time in the most 
recent reports NVIDIA files with the Securities and Exchange Commission, or SEC, including, but not limited to, its annual report on Form 10-K 
and quarterly reports on Form 10-Q. Copies of reports filed with the SEC are posted on the company's website and are available from NVIDIA 
without charge. These forward-looking statements are not guarantees of future performance and speak only as of the date hereof, and, except 
as required by law, NVIDIA disclaims any obligation to update these forward-looking statements to reflect future events or circumstances. 
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